RES. EX. 39/ 09.01.2026

Ministerio de
Salud

Asesoria juridica

Mat.: Aprueba “Plan de Recuperacion de
desastres TI".

Santiago.
VISTOS, Lo dispuesto en:

1. El Decreto con Fuerza de Ley N° 1, de
2005, del Ministerio de Salud, que fija texto refundido, coordinado y sistematizado del
Decreto Ley N°2.763, de 1979, y de las leyes N°. 18.933 y 18.469;

2. El Decreto con Fuerza de Ley N°
1/19.653, de 2001, que fija el texto refundido, coordinado y sistematizado de la ley N°
18.575, Orgénica Constitucional de Bases Generales de la Administracion del Estado;

3. La Ley N°19.880, sobre Bases de los
Procedimientos Administrativos de los Organos del Estado;

4. Los Decretos Supremos N° 140/2004 y N°
38/2005, ambos del Ministerio de Salud, que aprueban los reglamentos orgéanicos de los
Servicios de Salud y de los Establecimientos de Autogestion en Red;

5. La Resolucion N° 36/2024, de la
Contraloria General de la Republica, que establece los actos administrativos exentos del
tramite de toma de razon.

6. La Resolucion Exenta RA
N°116675/92/2024, de 30 de enero de 2024, que modifica la Resoluciéon Exenta RA
N°116675/419/2023, del Servicio de Salud Metropolitano Central, que nombra en calidad

de titular el cargo de Director del Hospital de Urgencia Asistencia Publica.

XASV

E- . E_- Este documento ha sido firmado electrénicamente de acuerdo con la ley N° 19.799.
"'_'. ; : Para verificar la integridad y autenticidad de este documento ingrese al siguiente link:
[ =
e https://doc.digital.gob.cl/validador/D1HF2N-699

ofE:

A
—



https://doc.digital.gob.cl/validador/D1HF2N-699

CONSIDERANDO

a) Que, el Hospital de Urgencia Asistencia
Publica, como establecimiento autogestionado de alta complejidad del Servicio de Salud
Metropolitano Central, depende de manera critica de sus sistemas de informacion y de la
infraestructura tecnoldgica asociada para garantizar la continuidad de la atencion clinica, la
seguridad del paciente y el funcionamiento regular de los procesos administrativos y de
apoyo.

b) Que, la creciente digitalizacion de los
procesos hospitalarios, junto con el aumento sostenido de incidentes tecnologicos y de
ciberseguridad a nivel nacional e internacional, constituye un riesgo relevante para la
disponibilidad, integridad y confidencialidad de la informacién institucional, pudiendo
afectar directamente la oportunidad y calidad de la atencion en un hospital de urgencia.

c) Que, el presente Plan de Recuperacion
de Desastres de Tecnologias de la Informacion tiene por objeto establecer un marco formal,
sistemdtico y trazable para la recuperacion oportuna de los sistemas de informacion y de la
infraestructura tecnologica critica del HUAP frente a incidentes mayores, desastres
naturales o eventos tecnologicos, definiendo tiempos objetivos de recuperacion (RTO),
puntos de recuperacion de datos (RPO) y estrategias de continuidad operativa.

d) Que, este instrumento define roles,
responsabilidades, flujos de comunicacién y procedimientos técnicos para la activacion,
ejecucion, seguimiento y cierre del plan, articulando la labor de la Unidad de Tecnologias
de la Informacion, el Encargado de Ciberseguridad, las jefaturas institucionales, las
unidades clinicas y los proveedores criticos, en concordancia con las directrices del
Ministerio de Salud y los estandares internacionales de seguridad de la informacion, tales
como la norma ISO/IEC 27002:2022.

e) Que, de conformidad con lo anterior, en
el ejercicio de lo dispuesto en el articulo 23 letra c) del Decreto Supremo N°38. De 2005,
del Ministerio de Salud, que contiene el Reglamento Orgéanico de los Establecimientos de
Salud de Menor Complejidad y de los Establecimientos de Autogestion en Red, segin el

cual le corresponde al Director organizar internamente el Establecimiento Autogestionado y
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f) asignar las tareas correspondientes, con el
fin de atender las necesidades publicas o colectivas de una manera regular, continua y
permanente, como lo ordenan los articulos 3° y 28 de la Ley N°18.575, Organica
Constitucional de Bases Generales de la Administracion del Estado, y con la finalidad de
establecer la primera version del “Plan de Recuperacion de desastres TI”, dicto la

siguiente:
RESOLUCION

I. APRUEBANSE la primera version del

“Plan de Recuperacion de desastres TI", que es del siguiente tenor:

PLAN RECUPERACION DE DESASTRES TI

CODIGO VERSION FECHA VIGENCIA N° PAGINAS
uTic 01 12/2025 5 anos 21

Revisado Por: Aprobado Por:

¥ 512
Hospital de Lrgoncia Asnencia
Puthca Dr. Alajandro del Rio
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. INTRODUCCION

El Hospital de Urgencia Asistencia Publica (HUAP), como establecimiento de alta
complejidad del Servicio de Salud Metropolitano Central, depende en forma critica
de sus sistemas de informacion y de la infraestructura tecnolégica asociada
(servidores, redes, almacenamiento y enlaces de comunicaciones). Estos
sistemas sustentan tanto la atencion clinica de pacientes como los procesos
administrativos y de apoyo, por lo que su interrupcién representa un riesgo
significativo para la continuidad asistencial y la seguridad del paciente.

A nivel nacional, la Estrategia de Ciberseguridad en Salud 2023-2030 del
Ministerio de Salud sefiala que los incidentes de ciberseguridad en hospitales se
han incrementado en mas de un 60% en los ultimos cinco anos, siendo los
ataques de ransomware y las fallas de infraestructura tecnolégica los eventos mas
reportados. Estudios internacionales muestran que la caida de sistemas clinicos
criticos puede retrasar la atencion de urgencia hasta en un 30%, aumentando el
riesgo de eventos adversos y mortalidad prevenible (WHO, 2022).

En este contexto epidemioldgico y tecnoldgico, se hace necesario contar con un
Plan de Recuperacion de Desastres de Tecnologias de la Informacion (PRD TI)
que permita:

e Restablecer oportunamente los sistemas y servicios criticos en los tiempos
definidos (RTO) y con la minima pérdida de informacién (RPO).

e Asegurar la continuidad de la atencion clinica y administrativa, reduciendo
el impacto de contingencias mayores.

e Cumplir con las directrices del Ministerio de Salud de Chile en materia de
ciberseguridad y continuidad operativa, en concordancia con el control
ISO/IEC 27002:2022, 5.29 — Seguridad de la Informacion durante la
Interrupcion.

La aplicacion de este protocolo abarca no solo los sistemas de informacién
digitales, sino también la plataforma tecnolégica completa del HUAP, incluyendo
servidores fisicos y virtuales, equipos de red, sistemas de respaldo y enlaces de
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comunicaciones institucionales. La gestion de la infraestructura de datacenter y su
recuperacion se realizara en coordinacion con el Servicio de Salud Metropolitano
Central (SSMC) y proveedores criticos asociados.

Este protocolo esta dirigido a la Direccion y Subdirecciones del HUAP, la Unidad
de Tecnologias de la Informacion, las unidades clinicas y que dependen de los
servicios tecnologicos, y a los proveedores criticos externos responsables de
garantizar la continuidad operativa.

II. OBJETIVOS
General:

Establecer un Plan de Recuperacion de Desastres de Tecnologias de la
Informacién (PRD TI) en el Hospital de Urgencia Asistencia Publica (HUAP), con el
fin de garantizar la continuidad de los servicios clinicos y administrativos mediante
la recuperacion oportuna de los sistemas de informacion y la infraestructura
tecnoldgica critica frente a incidentes mayores, desastres naturales o tecnoldgicos.

Especificos:

e Definir procedimientos estandarizados para la activacion, ejecucion y cierre
del PRD TI, considerando sistemas de informacion, hardware, redes,
almacenamiento, datacenter y enlaces de comunicacion.

e Asegurar la coordinacion entre el personal interno y los proveedores criticos
mediante roles definidos, comunicacion efectiva y pruebas periddicas de
recuperacion, en concordancia con las directrices del MINSAL y la norma
ISO/IEC 27002:2022 (5.29).
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[ll. ALCANCE

El presente Plan de Recuperacién de Desastres de Tecnologias de la Informacion
(PRD TI) esta dirigido a las/los funcionarios del Hospital de Urgencia Asistencia
Publica (HUAP) que participan directa o indirectamente en la gestidn, operacion y
uso de los sistemas de informacion y de la plataforma tecnoldgica institucional.

IV. DEFINICIONES

e HUAP: Hospital de Urgencia Asistencia Publica.
e SSMC: Servicio de Salud Metropolitano Central.
e MINSAL: Ministerio de Salud de Chile.

e Activo critico de TI: Cualquier sistema, servicio, hardware, red o dato cuya
interrupcion afecta la continuidad de la atencién clinica o administrativa del
HUAP.

¢ Plataforma tecnolégica: Conjunto de sistemas de informacién, servidores,
almacenamiento, redes, datacenter y enlaces de comunicaciones bajo
responsabilidad del hospital.

o Sistema de informacion critico: Aplicacion o servicio tecnoldgico esencial
para la operacion clinica o administrativa (ej.: SINA, Active Directory, correo
institucional).

o Datacenter: Instalacion fisica que alberga servidores, redes, sistemas de
respaldo y servicios de mision critica.

¢ RTO (Recovery Time Objective): Tiempo maximo aceptable para restaurar
un sistema o servicio tras una contingencia.

¢ RPO (Recovery Point Objective): Cantidad maxima de datos que puede
perderse medida en tiempo (ej.: 24 horas).

e Incidente mayor / desastre tecnoldogico: Evento que afecta la
disponibilidad de sistemas criticos por mas de 60 minutos, compromete
informacion sensible o requiere restauracion desde respaldos.

e Respaldo (Backup): Copia de seguridad de datos criticos destinada a
permitir su recuperacion en caso de pérdida, corrupcion o incidente.
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e Proveedor critico: Entidad externa con contrato vigente que da soporte a
la operacion de sistemas o infraestructura esencial (ej.: Entel, SSMC).

V. RESPONSABLES DE LA EJECUCION
Responsable de Ejecucion

e Encargado/a de Ciberseguridad y Seguridad de la Informacion:
valida respaldos, verifica la integridad de los datos, controla accesos
durante la recuperacién y documenta incidentes, tiempos y resultados.

e Encargado/a de Infraestructura TI: evalua la magnitud del incidente,
activa a los proveedores de soporte y supervisa la restauracion de
servidores, red y datacenter.

e Equipo de Soporte Técnico (Nivel 1 y 2): ejecuta tareas operativas
de recuperacion (diagnostico, restauracion, soporte a usuarios) y
reporta avances a la Jefatura TIC.

e Proveedores criticos externos (Entel, SSMC, otros): brindan
soporte especializado segun contrato y acuerdos de nivel de servicio
(SLA), participando en la restauracion de infraestructura vy
comunicaciones externas.

Responsable de Supervision

o Jefatura de Unidad de Tecnologia de la Informacion (TIC):
coordina la activacion del PRD TI, lidera la continuidad de servicios
tecnoldgicos, supervisa la ejecucidén de las acciones de recuperacion
e informa a la Direccién del HUAP sobre el estado del plan.
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V1. DESARROLLO DEL PROCESO

Inicio del Protocolo

El presente protocolo se activa frente a un incidente mayor o desastre tecnologico
que afecte la continuidad de los servicios clinicos o administrativos del Hospital de
Urgencia Asistencia Publica de acuerdo con los criterios definidos en el Anexo
N°5 — Clasificacion de Desastres, disponible en la carpeta institucional de la
Unidad de Tecnologias de la Informacion.

Desarrollo del Proceso
El proceso de Recuperacion de Desastres Tl contempla las siguientes fases:

1. Deteccidn y notificacion del incidente:

e La Mesa de Ayuda (24/7) recibe, registra y gestiona los reportes de
incidentes a través de ticket, teléfono o correo institucional.

« Clasificaciéon del incidente: La Mesa de Ayuda debe clasificar el incidente
dentro de los siguientes plazos:

o Incidente critico: maximo 30 minutos.
o Incidente de media o baja criticidad: maximo 60 minutos.
« Incidente normal vs. posible desastre:

o Si se trata de un incidente de soporte TI, entendido como una falla
tecnoldgica de baja o media criticidad que no afecta sistemas criticos
ni la continuidad asistencial, se gestiona conforme a Ilos
procedimientos habituales de soporte de la Unidad de Tecnologias de
la Informacion.

o Si el incidente cumple criterios de posible desastre, la Mesa de
Ayuda debe escalar inmediatamente la situacioén a los responsables
TIC definidos en el presente protocolo.
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2. Evaluacion inicial del impacto:

La Mesa de Ayuda, en conjunto con los responsables TIC, realiza una
evaluacion inicial del impacto del incidente considerando:

o Usuarios y unidades afectadas.
o Inventario de activos criticos (Anexo N°1).
o Clasificacion de Desastres (Anexo N°5).

El incidente sera considerado desastre tecnolégico si se cumple al
menos uno de los siguientes criterios:

o Supera los tiempos maximos de recuperacion (RTO) definidos en el
Anexo N°5.

o Afecta sistemas de informacién criticos.

o Compromete datos sensibles o la privacidad de pacientes o
funcionarios.

o Requiere la participacion de proveedores externos o soporte
especializado (Anexo N°2).

o Compromete la operaciéon del hospital de forma prolongada o extensa
(mas de 24 horas).

3. Declaraciéon de emergencia y activacion del PRD:

En horario habil: La activacion formal del Plan de Recuperacion de
Desastres Tl podra ser realizada por la Jefatura TIC, el/la Encargado/a
de Ciberseguridad y Seguridad de la Informacién o el/la Encargado/a
de Infraestructura TI, idealmente con la validacion de al menos dos de
estos responsables.

En horario inhabil: La Mesa de Ayuda tiene la responsabilidad de
detectar, registrar, clasificar y escalar inmediatamente los incidentes
que cumplan criterios de desastre.



https://doc.digital.gob.cl/validador/D1HF2N-699

HOSPITAL DE URGENCIA ASISTENCIA PUBLICA Cadigo: UTIC

SUBDIRECCION ADMINISTRATIVA Y FINANCIERA Version: 01

Fecha: 12/2025

UNIDAD DE TECNOLOGIA DE LA INFORMACION . o
Vigencia: 5 afios

PLAN DE RECUPERACION DE DESASTRES Pagina 9 de 21

En caso de no lograr contacto con ninguno de los responsables
definidos en un plazo maximo de 30 minutos, la Mesa de Ayuda podra
activar el protocolo en caracter excepcional y preventivo, dejando
registro formal de la decision y notificando a la Jefatura TIC a la
brevedad.

Notificacion: La activacion del PRD Tl sera comunicada a la Direccion
del HUAP, a los proveedores criticos (Anexo N°3) y a las unidades
afectadas, dentro de un plazo maximo de 30 minutos desde su
activacion, a través de los canales oficiales de contacto (correo
institucional y/o teléfono directo).

4. Ejecucion de estrategias de recuperacion

Los servicios afectados seran restaurados conforme a los procedimientos
y prioridades definidos en el Anexo N°5 — Clasificacion de Desastres
(Tabla Operativa), documento de uso interno y acceso restringido de
la Unidad de Tecnologias de la Informacién, disponible en el
repositorio institucional de Informatica, priorizando la recuperacion
segun la criticidad del activo.

Validacion de servicios restaurados: Cada servicio restaurado debe
ser validado técnicamente por la Unidad de Tecnologias de la
Informacién y funcionalmente por los usuarios responsables o
referentes de la unidad afectada, antes de ser habilitado nuevamente
para su uso productivo.

Soporte externo: Si la recuperacion excede las capacidades internas, se
activa soporte externo segun los SLA acordados con proveedores (Anexo
2).

5. Comunicacioén durante la recuperacion:
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Mesa de Ayuda: informa a los usuarios afectados sobre el estado de la
recuperacion con una frecuencia minima cada 2 horas, o antes, en
caso de producirse cambios relevantes en el estado del incidente o en los
tiempos estimados de recuperacion.

Equipo TIC: reporta a la Direccion del HUAP y a los responsables
definidos dentro de las primeras 2 horas desde la activaciéon del PRD
Tl, y posteriormente con una frecuencia minima cada 4 horas,
manteniendo trazabilidad de las acciones realizadas.

Comunicacion interna: aviso a la Direccion del HUAP, Subdirecciones
correspondientes y responsables de sistemas afectados dentro de la
primera hora desde la activacion del PRD TI.

Comunicacioén a usuarios: informar al personal clinico y administrativo
sobre la afectacién y los tiempos estimados de recuperacion dentro de
las primeras 2 horas desde la activacion del PRD TI, y luego conforme
a las actualizaciones entregadas por la Mesa de Ayuda.

Comunicaciéon con proveedores: contacto con proveedores criticos
(SSMC, Entel, SINA, entre otros) dentro de la primera hora desde la
activacion del PRD TI, o antes si la naturaleza del incidente lo requiere.

Comunicacion externa: se realizara exclusivamente a través de la
Direccion del HUAP y la Unidad de Comunicaciones, una vez
confirmada la magnitud del incidente, en caso de que corresponda
informar a MINSAL, medios u otros actores externos.

Registro de comunicaciones: toda comunicacién debe quedar
documentada y archivada como parte de la evidencia del incidente
(Anexo N°4), durante todo el periodo de activacion del PRD Tl y hasta
el cierre formal del incidente, en una carpeta de contingencias definida y
administrada por la Unidad TIC, ya sea en formato digital (servidor
institucional o sistema de Mesa de Ayuda) o fisico, segun lo que
determine la propia unidad.
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6. Cierre y documentacion del incidente:

Informe Post-Incidente: El/la Encargado/a de Ciberseguridad vy
Seguridad de la Informacion elabora un informe detallado del incidente, el
cual debera ser entregado a la Jefatura de la Unidad de Tecnologias
de la Informacion y a la Direccion del HUAP dentro de un plazo
maximo de 5 dias habiles desde el cierre del incidente, e incluira:

o Servicios afectados.

o Acciones realizadas.

o Tiempos RTO/RPO logrados.

o Lecciones aprendidas (Anexo 4).

Validacion de servicios restaurados: La recuperacion debe ser
validada en dos etapas:

o Validacion técnica: realizada por el Equipo TIC, confirmando
conectividad, accesos y registros sin errores.

o Validacion funcional: realizada por usuarios clave de cada sistema
afectado, verificando que las aplicaciones y procesos
clinicos/administrativos funcionen normalmente.

Validacion y presentacion: La Jefatura TIC valida el informe y lo
presenta al Comité de Ciberseguridad.

Archivado de la documentacion: La documentacién relacionada con el
incidente se conserva por un periodo minimo de tres afios para futuras
auditorias o revisiones, en una carpeta de contingencias definida y
administrada por la Unidad TIC (repositorio digital institucional o archivo
fisico, segun lo determine la unidad).
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Término del Protocolo

El protocolo se considera concluido con la elaboracion, validacién y difusion del
Informe Post-Incidente a la Direccion HUAP, Subdirecciones, Comité de
Ciberseguridad y Unidades Clinicas y Administrativas afectadas.

En caso de contingencias que hayan generado impacto clinico, asistencial o
legal, el informe debera ser difundido ademas a las unidades correspondientes,
tales como Calidad, IAAS, Juridica u otras que determine la Direccion del
HUAP, segun la naturaleza del incidente.

VII. CONTINGENCIAS

Se consideran contingencias aquellas situaciones de emergencia que pueden
interrumpir o dificultar la correcta implementacion del presente Plan de
Recuperacion de Desastres Tl en el Hospital de Urgencia Asistencia Publica
(HUAP).

Entre ellas se incluyen:

e Fallas tecnoldgicas criticas que imposibiliten la ejecucion de las fases del
protocolo (ejemplo: caida total de servidores, corrupcion de bases de datos,
dafio en equipos de red).

¢ Interrupciones de infraestructura que afecten la disponibilidad del datacenter
o salas de servidores (cortes prolongados de energia, fallas de climatizacion,
incendio o inundacion).

e Contingencias de comunicaciones que impidan el enlace con usuarios o
proveedores (corte de Internet institucional o fallas en enlaces redundantes).

¢ Incidentes de ciberseguridad de alto impacto (ataques de ransomware, DDoS
0 accesos no autorizados que impidan operar los sistemas).
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e Eventos externos de gran magnitud como sismos, incendios, inundaciones o
emergencias sanitarias que restrinjan el acceso a las instalaciones o limiten
el despliegue del personal TIC.

En todos estos casos, la activacion del protocolo y la definicion de medidas
alternativas sera responsabilidad de la Jefatura de Tecnologias de la Informacion o
del Encargado/a de Ciberseguridad y Seguridad de la Informacion, quienes deberan
asegurar la continuidad operativa mediante acciones de recuperacion parcial o total
de los sistemas afectados.

VIII. REVISION

El presente Plan de Recuperaciéon de Desastres Tl sera revisado y actualizado
conforme a los siguientes lineamientos:

e Periodicidad: revision formal anual, liderada por la Jefatura TIC en
coordinacion con el/la Encargado/a de Ciberseguridad.

o Actualizacion anticipada: se debera revisar y actualizar el protocolo en
caso de:

O

O

(o]

(o]

Cambios relevantes en la infraestructura tecnologica.
Modificacion de proveedores criticos o servicios tercerizados.
Incorporacién o reemplazo de sistemas de informacion criticos.
Cambios en responsables o estructura organizacional de la UTIC.

« Control de Cambios: toda actualizacion sera registrada en la tabla de
Modificaciones del Documento.

o Pruebas de validaciéon: al menos una vez al ano se debera realizar un
ejercicio de recuperaciéon parcial o total, documentando resultados y
corrigiendo brechas detectadas.
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Responsable de la revisiéon: Jefatura de la Unidad de Tecnologias de la
Informacién, con apoyo del/la Encargado/a de Ciberseguridad y Seguridad de la
Informacién.

IX. DISTRIBUCION

Direccion

Subdireccion de Gestion Administrativa y Financiera
Subdireccion de Gestion del Cuidado.

Subdireccion de Gestion y Desarrollo de las Personas.
Subdireccion de Gestion Clinica

Unidad de Calidad y Seguridad del Paciente

Unidad de Tecnologia de la Informacion

Nooakowdh =
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XI. MODIFICACIONES DEL DOCUMENTO

SINTESIS DE MODIFICACIONES

RESPONSABLE APROBADO
] MODIFICACION POR
VERSION| FECHA CAUSA DE
MODIFICACION
01 12/2025 Creacion del Enzo Mayo G. Dr. Patricio Barria
Documento Encargado

Ciberseguridad
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XI. ANEXOS

ANEXO N° 1: Inventario de Activos Criticos TIC:

o El Inventario de Activos Criticos TIC del Hospital de Urgencia Asistencia
Publica (HUAP) corresponde a una tabla de uso interno, que contiene
informacion sensible sobre infraestructura, sistemas y servicios
tecnologicos criticos.

Por razones de seguridad de la informacién, dicho inventario no se
incorpora integramente en el presente protocolo.

El documento se encuentra disponible y actualizado en el repositorio
institucional de la Unidad de Tecnologias de la Informacién, con
acceso restringido al personal autorizado

INVENTARIO DE ACTIVOS
N Nombre del Active Tipo Descripeion Responsable URL Ubicacién Confidencialidad |  Disponibilidad | Integridad | Criticidad Critico CO
1 Computadores (Estaciones de trabajo, Hardware Dispositivos para tareas operstivasy | oo e soporte Noaplica Diferentes dreas del hospital Medio Ao Medio At Medio
Laptops, PC de escritorio) del hospital
Teléfonos utlizados para la Diversas depengendas el
2 Teigfonos 1P Hardware comunicacion interna y externa Equipo de Soporte Noaplica Pl 8alo Medio Baio Baio Bajo
autorizados por el hospitsl P
3 Impresoras y Equipos Multifuncionales Hardware D“""”“"”’CEA;’;‘;’;?"’"' escanso Dimacof No apiica Distintas aficinas el hospital WMedia Medio Baio Medio Bajo
EQUIPGE Gz 2l0)an ZBIEKIONES,
4 Servidores Hardware / Software bases de datos y sistemas Infraestructura Tl Nosplica Data center / Cloud Ao Ao Alo Alo
Dispositivos para asegurar
5 UPS (Uninterrugtibie Power Supply) Hardware continuidad en caso de fallos Equipo de Soporte Nozpica /A Baio Alto Baio Ao
cléctricos
| Depostves de amacenamiento exermo raraware Amaceramiento de rformagen cauipo ge sopor - A . e . .
(Discos duros, USB, etc) senible y respaldas
7 |Sistemas de gestion dinica y depariamental Software Sistemas de gesndn dinica y e Cliente-senvidor Infraestructura local Ao Ao Ao Ao
(SINA, Florence, HiS) (Rayen Salud)
8 Plataforma de correo electrénico Software Correo clectrénico para Infraestructura Ti Acceso via navegador / App Cloud WMedia Medio Medio Medio Medio
intena y externa
5 Navicat Software Clienie de EES‘:'E” u!;”e"‘ ONaBases | egructura Tl Aplicacién focal Méquina virtual Alto Alto Ao Ao Medio
10 VPN Software Red privada virtual para acceso ssme Cliente VPN Cloud + Servidores locales Alto Medio Alto Alto Medio
remoto seguro (revisar)
1 Infraestructurz de Red Local Redes de Eauinos que gestionah conectiidat y Entel Noapiica Dependencias del haspital Wedio Alto Medio Ao
“ . trénco de datos
12 Innhosp — Aglicacién Web. Software Gestidn de personal a contrata y Infraestructura T / httos:/finnhosp husp online Orade Cloud (pronto local} Alto Ao Aito Aito Medio
honorarics, control de marcaciones Desarrollo TiC.
3 Jefatura — Aplicacién Web Software Submodulo de Innhosp para gestion | Infraestructura 11/ htos:/fefsturs husp.online Oradte Cloud (pranta local) Alto Alto Ao Ao Medio
de jefaturas Desarrollo Tic
1a Personal - Aplicacion Web Software Submédula de Innhosp para '”'::;‘r'r“;“; "’Ig‘ ! https://personal huap online Orade Cloud (pronto local) Alto Alto Ao Ao Medio
15 Aplicacién de Gestidn de Nutricién — Software | CesHon de visitas cliicas y regimenes| - Infrasstructura T1/ hitps:Hinutricion husp local Infraestructura local Alto Alto Alto Alto Medio
Aplicacion Web alimenticios Desarrollo TIC
16 ERP-Free - Aplicacion Web Software Sistema de gesTion da insumas ¥ fnffaestructura 11/ Imp://10.6.15.33:8589 Infrastructura local Wedio Medio Medio Medio Medio
bodegas Desarrollo Tic
17 Modulo de Control de Marcaciones Software Registro de envradas y safidas con Infraestructura T / App instalada en PCs 1Ps especificas HUAP Alto Ao At At Bajo
huello/clave Desarrollo TIC
: ; Registro de acceso s casine con infracstructura T1/ - ¥
18 Médula de Control de Acceso a Casino Software App instalada en PCs 1Ps especificas HUAP Alto Alto Atto Atto Bajo
huella/clave Desarrollo Tic
o “Almacenamiento de documentos infraestructura T1/ : ¥
- n psii husp
1 Documentos — Aplicacién Web Software e e ot [l hitps://documentos husp.online | Oracle Cloud [pronto locl) Ao Ao Alo Alo Bsjo
N - ‘Almacenamiento de documentos infracstructura T1/ ¥
20 | Documentos laboratorio — Aplicacion Web Software - i hmos fAshorstoriohusp online | Oracie Cloud [pronto loca) Alto Alto Atto Atto Bajo
digitalzados de laboratorio Desarrollo Tic
n Modulo de de Huslias Software Registro ce huclas. Desarollo TIC ‘App instalada en PCs Honorarios / RAHH Alto Alto Alto Alto Baio
2 Campeta Compartida Almacen de Datos Carpeta de red para trabajo Infraestructura TI \\106.15.59\Desarrollo Infraestructura local Alto Alto Atto Atto Medio
colaborativo y respaldos
23 FLORENCE Software Ficha clinica elecronica iC Cliente local Infraestructura local Alto Ato Ao Ao [ ]
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ANEXO N° 2: Identificacion de Sites / Datacenters:

o Para efectos de contacto y coordinacion para la atencion y revision de
contingencias, a continuacion, se presentan los datos de contacto de
ambas partes, Minsal y Entel.

Rol Responsable Nombre Teléfono | Correo
Unidad Datacenter Javier 281354 javier.szperka@redsalud.gob.cl
Infraestructura, HUAP Piso -1
Tecnologia Szperka
gia y Valech Piso 4 Huerta
Operaciones
Unidad Responsable de Fabiola 289227 fabiola.pavez@redsalud.gob.cl
Telecomunicaci | enlaces de Pavez
ones, comunicaciones Stuardo

Ciberseguridad
y
Transformacion
Digital

institucionales y
referente con
MINSAL y

proveedores criticos

(ej. Entel)



mailto:javier.szperka@redsalud.gob.cl
https://doc.digital.gob.cl/validador/D1HF2N-699

HOSPITAL DE URGENCIA ASISTENCIA PUBLICA

Cadigo: UTIC

SUBDIRECCION ADMINISTRATIVA Y FINANCIERA

Version: 01

UNIDAD DE TECNOLOGIA DE LA INFORMACION

Fecha: 12/2025
Vigencia: 5 afios

PLAN DE RECUPERACION DE DESASTRES

Pagina 18 de 21

ANEXO N° 3: Contactos de Emergencia:

e Los responsables de contacto involucrados en el proceso de activacion del

DRP.

Rol Responsable Nombre Teléfono | Correo
Jefe/a de TIC Continuidad Susana 281354 susana.avendano@redsalud.gob.cl

Operacional Avendafrio D.
Encargado/a de | Ciberseguridad/ | Enzo Ignacio 285266 enzo.mayo@redsalud.gob.cl
Ciberseguridad | Seguridad de la Mayo
y seguridad de Informacion Gonzalez
la informacion
Encargado/a de | Infraestructura Tl | Alejandro 281138 alejandro.gonzalez.p@redsalud.gob.cl
Infraestructura Gonzalez

Perez

Jefe/a de Administracién de | Arturo Moya 281256 arturo.moya@redsalud.gob.cl
Desarrollo Desarrollo y Gonzalez

Bases de datos
Proveedor Soporte Externo

Externo (Entel,
SSMC, etc)

Enlaces
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UNIDAD DE TECNOLOGIA DE LA INFORMACION

ANEXO N° 4: Formato Informe Post-Incidente:

Asistencia Piblica

iNDICE]

INSTRUCCIONES DE USO.

1. IDENTIFICACION DEL INCIDENTE

2 LINEA DE TIEMPO DEL INCIDENTE

3 SERVICIOS Y USUARIOS AFECTADOS

4 ACCIONES REALIZADAS

5. RTO Y RPO ALCANZADOS.

6 PROVEEDORES INVOLUGRADOS.

7 LECCIONES APRENDIDAS Y RECOMENDACIONES
8 RESPONSABLES

INSTRUCCIONES DE USO

Este formato debe ser utiizado inmediatamente después de la resolucion de un
incidente o desasre tecnologico que haya requerido fa activacion (total o parcial) del
Pian de Recuperacion de Desastres Ti (PRD). Debe ser compietado por efia
Encargado/a de Cibersequridad o por el responsable designado, y validado
posteriormente por la Jefatura TIC.

La finalidad de este informe es documentar cronologicamente o ocurrido, evaluar el
desempedio del pian, comparar Ios resultados aicanzados (RTO/RPO) contra lo
planficado, y generar aprendizajes para fortalecer Ia contnuidad operativa del
hospial

1. IDENTIFICACION DEL INCIDENTE

Complete fos siguientes campos bisicos:

N* Correlativo Asignar nimero secuencial del
incidente]

Fecha (ddimmiaaal

Hora {hhmm)
{Nombre / Unidad]

Formato Informe Post-Incidente

ANEXO N° 5: Clasificacién de Desastres (Tabla Operativa):

Anexa 5 - Clasificacién de Desastres (Tabla Operativa) sistemas de criticidad MEDLA (RTO 28 h)

Activo / sistema

‘Qué hacer [accidni L contacto Activo J Sistema Criticidad RTO M. ‘Queé hacer [accidn i i contacto

L. Revisar servicios
Exchangs/SMTR 2. Reiniciar. 3.
Escalzr a provesdor sino hay
seniicio.

1. abrir ticket crftico. 2. avisar Ciberseguridad y
Jefatura TIC. 3. Reinidiar servido o restaurar desde Plataforma de correo Medio 4-8h
backup. 4. 5i atque: aislar y contactar CSIRT.

SINA - Florence

1. mavisar tineles 2 Reiniciar
VPN Medio 18h concentrader VPN 3. Contactar
provesdar si falla

FLOREMCE [Clinico
principal)

Igual que SINA: restaurer desde backup o escalara
provesdor.

1. Notificar Infrasstructurs. 2. verificar
disponitilidad de DCs. 3. Si un DE fallz = restaurar
desde smapshot/backup. 4. Validar sincronizacion
de usuarics/servicios criticos [correo, VPN, 3p0s
clinicas). 5. 5i todos los D ceen - activar servidor
de contingencia y restaursr Sysvol

1. Reinstalar clientz. 2.
Navicat Medio Bh Restaurar configuracidn. 3.
Escalar a DBA si falla [no hay).

Aactive Directory (AD)

1. abrir ticket. 2. Activar plan manual (registro innhosp / Jefatura / Personal / 1. Ticket 2 Revisar logs. 3.
Banco de Sangre fisica). 3. Restaurar DB desde backup o contactar REDCAP / ERP-Free / ERP / SIGES /| Medio E12h Reiniciar servicio. 4. Restaurar
SDpOrE i 'ORDEN / RMI {Apps web) DB si 25 necesario.
1. Notificar Rediclogia. 2. Revisar almacenamisnto 1. validar permizos. 2. Restaurar|
RIS / PACS DICOM. 3. Restaurar desde backup o activar Carpeta Compartida {NAS) Medio E-11h desde backup. 3. Dar accese
servidor alterno. It
1. Revisar conectividad. 2. Reinidar servicio. 3.
Telemedicina contactar proveedor si no hay soluddn. 4. Derivar

atencion a presendial.
L. Notificar Infraestructura y Entel. 2. Revisar

Infraestructura de Red

LAN/WiFi switches/frewalls. 3. Activar enlaces
WiFi itches/frewall I
- L Ticket, 2 13entificar s &5 host o VI, 3. Restaurar

Servidores (VMs / desde snapshot 0 mover a servidor de

fisicos] "
1. Revisar estado bateria. 2. Encendar

UPS [energia critica) generadores. 3. Contacter proveedor de
mantenadn.

fl‘:'m“""“:“m".::m 1. Revisr estado RAID. 2. Restaurar desde backup

" 5i hey corrupeion. 3. Reemplazar disco defiado.
{nas/Discos) =y carmies &
s (Laboratoria] L. Notificar laboratorio. 2. Reimiciar s2rvigos DB, 5.

Restaurar backup si falla.

Sistemas de criticidad BAIA (RO 12-24 h]

Activo / Sisterna [criticidad [RTO Mz, Qué hacer [Accién i i contacto
L meimagen del equipo. 2.
Computadores (PC/Laptops) e 12-24h Reemplazo tempacral s s crifico.
reltfonos 1P 12-24h L. Reiniciar central. 2. Redirigir
anexns oriticos & celulares
impresoras / Muitifuncionales 20-a8h L. Reinsialar drivers. 2. User
impresora aiterna.
Mddulos menores (Marcaciones, Casino, Huellas, 1. Ticket. 2. Reiniciar servidio. 3. Usar
FLORENCE GESTION, SIGFE, SISDOC, LME, HELP, 24450 plzn manual [registra en papel]
SIRH, ALCOR, Documentos Weh) hasta recuperacion.
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Firmagdo por

Camda Andrea Benitez Ugane

Profesional Unidad Calidad y
wdad del Pacente

Fecha: 23-12.2025 1204 LT

Hor.ll de Urgencia Assstenca

Puataca Dr. Alspancro ol Rio

Firmado

Christian rving Echevesria Abuno
Subdroctor Geston Admnnirativa y
Financuxa

Fecha: 2412202518 30 CLY
Hosptal Oe Lrgencis Asstencs

| a Dr. Aleganaro ool Rio

Firmado por

Luts Arturo Moya Gonzalez
Jedsturs Tic (s)

Fecha: 23-12-2025 16 46 CLY
Hospital de Urgencla Asistencia
P a Or. Algjandro del Rio
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II. TENGASE PRESENTE la vigencia de
este plan a contar de la fecha de la total tramitacion de la presente Resolucion.
I1I. ESTABLECESE que el sefialado
“Plan de Recuperacion de desastres TI”, debe ser el que se tenga en consideracion a contar
de la fecha de su entrada en vigencia.
IV. DEJESE SIN EFECTO toda normativa

interna que diga relacion con la materia de este plan.

ANOTESE, COMUNIQUESE Y ARCHIVESE

Firmado por:

Patricio Rall Barria Ailef
Director Huap

Fecha: 09-01-2026 16:25 CLT
Hospital de Urgencia Asistencia
Publica Dr. Alejandro del Rio

Distribucion:

Direccion.

Subdireccion de Gestion Administrativa y financiera.
Subdireccion de Gestion del Cuidado.

Subdireccion de Gestion y Desarrollo de las Personas.
Subdireccion de Gestion Clinica.

Unidad de Calidad y Seguridad del Paciente.

Unidad de Tecnologia de la Informacion.

Asesoria Juridica.

Oficina de Partes.

0 XN AR WD
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